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History

 UNIX was developed in the early 70´s

 Some of its characteristics:
 Everything is a file – even system resources can be accessed via basic file 

system calls (open, close, read, write)

 Multiuser – different people can user a computer at the same time

 Multitasking – the computer can do several things at the same time

 Originally UNIX ran on centralized systems to which users where 
connected directly using terminals

 In the middle 80´s the trend towards decentralized systems was very 
strong

 People were now using workstations just for themselves that were 
connected through a network

➔Not everybody liked this development...
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Motivation for a “New UNIX”

 UNIX slowly moved away from the “everything is a file” mantra

 Objections to decentralized workstations:
 High administrative costs – administering many workstations is expensive 

 Waste of resources – memory, cpu and disk space are not used efficiently

 Location dependence – the same environment is not available at every 
workstation

 Alienation – losing  the feeling of working together on a system, because 
everyone has their own system

 Some of the original UNIX developers wanted to rectify these issues 
while keeping the advantages of UNIX:
 “In building Plan 9, we generalized proven ideas from the Unix operating 

system rather than add new untried concepts”[1]

 And so Plan 9 was conceived
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People behind Plan 9

 Ken Thompson
 one of the original 

Unix developers

 developer of C

 Rob Pike

 Russ Cox
 current maintainer of 

Plan 9

 Many others:
 Dennis Ritchie

 Dave Presotto

 Tom Duff
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Release History

 Developed at the Bell Labs

 Four releases:

 1st edition (1992) only available to universities

 2nd edition (1995) available in book and CD form for $350

 3rd edition (2000) freely available over the Internet

 4th edition (2002) free software

 Still a lightweight system with moderate resource requirements:
 18000 LOC overall

 5000 LOC for basic kernel

 Rest for file servers

 Actively maintained (~10-15 mails/day in mailing lists)

 Commercial offspring Inferno (sold) by Vita Nuova

 Some influences on other operating systems (BSD, Linux)
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The Three Plan 9 Mantras

 Everything is a file
 “resources are named and accessed like files in a hierarchical file system”[2]

 Every file can be accessed independently of location

 “there is a standard protocol, called 9P, for accessing these resources”[2]

 Every process has a unique name space
 “the disjoint hierarchies provided by different services are joined together into 

a single private hierarchical file name space”[2]

 name space in this context means a view of a file system hierarchy

http://www.hpi.uni-potsdam.de/index.html
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Everything is a file 

 Device and network access purely file system based:
 /dev/mouse, /dev/cons, /dev/screen – mouse, console, monitor

 /net/etherN, /net/tcp, /net/upd, /net/icmp – network access

 /dev/sd* – disks and cdroms

 /dev/ei* - serial lines

 /proc file system – later copied by Linux and BSD

 Enivronment variables available through /env

 /dev/snarf – clipboard (only text – sorry!)

 User space file servers:
 ftp

 mail

 window system

 name services

http://www.hpi.uni-potsdam.de/index.html
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Location Independece with 9P (9P2000)

 All file servers (remote or local) are accessed using 9P

 Stateful

 Local access through function calls, remote access originally via an own 
transport protocol, IL, today TCP

 Kernel multiplexes between local, remote and in kernel file servers

 9P messages (and functions)[3]:

version – start a new 
session

auth – optionally 
authenticate subsequent 
attaches

attach – attach to the root of 
a file tree

walk – walk up or down in 
the file tree

open – open a file 
(directory) checking 
permissions

create – create a new file
read – read data from an open 

file
write – write data to an open 

file
clunk – discard a file tree 

reference (close)
remove – remove a file
stat – retrieve  file´s attributes
wstat – set a file´s attribute

http://www.hpi.uni-potsdam.de/index.html
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Unique Namespaces

 Built using two basic system calls:
 mount – make a resource from outside the current name space available

 bind – make a file from the current name space available in a different 
location

 Bootstrapped via special kernel file servers 

 Processes can share, inherit or start with an empty name space

 Union directories possible through mounting directories at the same 
location

 Current name space available through /proc/$pid/ns

http://www.hpi.uni-potsdam.de/index.html
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Program Development in Plan 9

 Plan 9 supports several architectures (MIPS,SPARC, Alpha, Intel x86...)

 mk used as a make replacement

 No #if support in preprocessor

 Process creation using fork() or the new rfork() system call:
 RFNOWAIT – child process does not send exit message

 RFNAMEG/RFCNAMEG – [copy the parent|start with an empty] name space 

 RFENVG/RFCENVG – [copy parent|start with an empty] environment

 RFMEM – share data segments with parent

 Separate thread library available (besides RFMEM) – but scheduled 
cooperatively (no non-blocking system calls)

 Signal delivery text based (notes: /proc/$pid/note)

 Unique synchronization mechanism: rendezvous()

 Posix compatible environment (APE) available

http://www.hpi.uni-potsdam.de/index.html
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Tidbits

 No superuser

 Uids not numeric

 UTF-8 was developed for Plan 9 

 Signals are text based

 No soft/hard links

 No ioctls

 40 system calls vs. 300 in Linux

http://www.hpi.uni-potsdam.de/index.html
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Plan 9 Demo
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Conclusion (by special request)

 Innovative concepts, implemented technically excellent, some found their 
way into other operating systems

 Very lightweight, well structured kernel and free software, so possible use 
in teaching

 Development more ideologically driven than through pragmatics (How to 
do it more important than what to do with it)

 Not much end user uptake, users mainly researchers

 Limited set of programming languages and software libraries (No java, 
python, perl, ruby, GUI toolkits)

 Possible use in grid scenarios because of well integrated network 
transparency, authentication domains, service discovery[4]

 No web browser

 Not enough games

http://www.hpi.uni-potsdam.de/index.html
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