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Dependability Modeling

• Default approach: Utilize a formalism to model system dependability

• Quantify the availability of components, calculate system availability based on this 
data and a set of assumptions (the availability model)

• Most models expose the same expressiveness

• Each formalism allows to focus on certain aspects

• Component-based models: Reliability block diagram, fault tree

• State-based models: Markov chain, petri net

• System understanding evolved from hardware to software to IT infrastructures

• Example: Organization management influence on business service reliability

• Information Technology Infrastructure Library (ITIL)

• CoBiT(Control Objectives for Information and related Technology) 
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History

• Methods for risk and relliability assessment originate in the early 60‘s

• US aerospace and missile programs

• Importance for NASA grew after Challenger accident in 1986

• Importance for nuclear industry grew after Three Mile Island accident in 1979

• Fault Tree Handbook, NUREG-0492, US Nuclear Regulatory Commission

• Meanwhile established methodologies and commercial / academic tools

•  SAVE, SHARPE, Fault Tree+, AvSim+, ReliabilityWorkbench, BlockSim, Figaro/
KB3, Galileo/ASSAP, BQR Care, ...

3



Dependable Systems Course PT 2012

Dependability Modeling

• The Failure Space-Success Space concept

• Often easier to agree on what constitutes a system failure

• Success tends to be associated with system efficiency, which makes it harder to 
formulate events in the model („The car drives fast.“, „The car stops driving.“)

• In practice, there are more ways to success than to failure

4
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2. System Logical Modeling Approaches

2.1 Success vs. Failure Approaches

The operation of a system can be considered from two standpoints: the various ways for system
success can be enumerated or the various ways for system failure can be enumerated.  Such an
enumeration would include completely successful system operation and total system failure, as
well as intermediate conditions such as minimum acceptable success.  Figure 2-1 depicts the
Failure/Success space concept.

Figure 2-1.  The Failure Space-Success Space Concept

It is interesting to note that certain identifiable points in success space coincide with certain
analogous points in failure space.  Thus, for instance, “maximum anticipated success” in success
space can be thought of as coinciding with the “minimum anticipated failure” in failure space.
Although the first inclination might be to select the optimistic view of our system (success)
rather than the pessimistic one (failure) when considering system operation, this is not
necessarily the most advantageous perspective to take.
From an analytical standpoint, there are several overriding advantages that accrue from the
failure space perspective.  First of all, it is generally easier to attain concurrence on what
constitutes failure than it is to agree on what constitutes success.  An aircraft might be desired to
fly high and fast, travel far without refueling and carry a big load.  When the final version of this
aircraft rolls off the production line, some of these features may have been compromised in the
course of making design trade-offs.  Whether the vehicle is a "success" or not may very well be a
matter of controversy.  On the other hand, if the aircraft crashes, there will be little argument that
this event constitutes system failure.
“Success” tends to be associated with the efficiency of a system, the amount of output, the
degree of usefulness, and production and marketing features.  These characteristics are
describable by continuous variables that are not easily modeled in terms of simple discrete
events, such as “valve does not open,” which characterize the failure space (partial failures, i.e., a
valve opens partially, are also difficult events to model because of their continuous possibilities).
Thus, the event “failure,” or in particular, “complete failure,” is generally easy to define, whereas
the event “success” may be much more difficult to tie down.  This fact makes the use of failure
space in analysis much more valuable than the use of success space.
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Example: Failure Space
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COMPLETE FAILURE

MAXIMUM TOLERABLE FAILURE

MAXIMUM ANTICIPATED FAILURE

MINIMUM ANTICIPATED FAILURE

TOTAL SUCCESS

ACCIDENT
(DEATH OR CRIPPLING INJURY)

ACCIDENT
(CAR DAMAGED; NO PERSONAL INJURY)

MINOR ACCIDENT

FLAT TIRE

TRAFFIC JAM

ARRIVES AT 9:00

WINDSHIELD WIPERS INOPERATIVE
(LIGHT RAIN)

TRAFFIC CONGESTION

ARRIVES AT 8:45

LOST HUBCAP

WINDSHIELD WIPERS INOPERATIVE
(CLEAR WEATHER)

ARRIVES AT 8:30
(NO DIFFICULTIES WHATSOEVER

WINDSHIELD WIPERS INOPERATIVE
(HEAVY RAIN)

Figure 2-2.  Use of Failure Space in Transport Example

Note that an event such as “windshield wipers inoperative” will be positioned along the line
according to the nature of the environment at that time.

A chart such as Figure 2-2 might also be used to pinpoint events in, for example, the production
of a commercial airliner.  The point “minimum anticipated failure” would correspond to the
attainment of all specifications and points below that would indicate that some of the
specifications have been more than met.  The point “maximum anticipated failure” would
correspond to some trade-off point at which all specifications had not been met but the
discrepancies were not serious enough to degrade the saleability of the aircraft in a material way.
The point “maximum tolerable failure” corresponds to the survival point of the company
building the aircraft.  Above that point, only intolerable catastrophes occur.  Generally speaking,
but not in all cases, FTA addresses itself to the identification and assessment of just such
catastrophic occurrences and complete failures.

2.2 Deductive Methods and FTA

Deduction constitutes reasoning from the general to the specific.  In a deductive system analysis,
it is postulated that the system itself has failed in a certain way, and an attempt is made to find
out what modes of system or subsystem (component) behavior contribute to this failure.  In
common parlance this approach might be referred to as a “Sherlock Holmes” approach.  Holmes,
faced with given evidence, has the task of reconstructing the events leading up to the crime.
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Dependability Modeling

• System analysis approaches

• Inductive methods - Reasoning from specific cases to a general conclusion

• Postulate a particular fault or initiating event, find out system effect

• Determine what system (failure) states are possible

• Trivial approach: „parts count“ method

• Examples: Failure Mode and Effect Analysis (FMEA), Preliminary Hazards 
Analysis (PHA), Event Tree Analysis, Reliability Block Diagrams (RBD), ...

• Deductive methods - Postulate a system failure, find out what system modes or 
component behaviors contribute to this failure

• Determine how a particular system state can occur

• Examples: Fault Tree Analysis (FTA)
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General Rules
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Up Down
• Two options for expressing

the probability that the event 
occurs

• Based on (un)reliability data - Model contains numerical value for a given point in 
time, or the (un)reliability function

• Based on availability data - Model contains numerical probability for (non-)failure at 
any point in time

• Demands definition of probability distribution function and its parameters
(typically exponential distribution)

• Components are either fully working or completely failed

• All failure and repair events are pair-wisely stochastically independent



• For stochastically independent events:

• ci : The binary event that component ci is    
operational at any given point in model time

• ai = Pr(ci) : Probability that ci occurs
                  -> Availability !

Pr(φ1 ∧ φ2) = Pr(φ1) · Pr(φ2)

Pr(φ1 ∨ φ2) = Pr(φ1) + Pr(φ2)− Pr(φ1 ∧ φ2)

Pr(¬φ) = 1− Pr(φ)

φ = (c1 ∨ c2) ∧ c3

Pr(φ) = Pr((c1 ∨ c2) ∧ c3)

= (a1 + a2 − a1 · a2) · a3
= a1a3 + a2a3 − a1a2a3

Dependable Systems Course PT 2012

Inductive Modeling - Boolean Algebra Approach
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c3

c1
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AS = a1 × a2...an =
�n

i=1 ai
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Serial Case

• Help from probability theory: The probability of an event 
expressed as the intersection of independent events is the 
product of the probabilities of the independent events.

• Example: Chain of web server (a=0.9), 
application server (a=0.95) and database server (a=0.99)

• Benefit of replacing the database 
with an expensive model (a=0.999) ?

• Benefit of replacing the web server 
with a new model (a=0.95) ?

aAS aDBaWS

DB up WS up

AS up Probability 
of working 

module

φS = cWS ∧ cAS ∧ cDB

Redundancy structure Component available
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Serial Components
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AS = 1− Palldown

AS = 1− ((1− a1)× (1− a2)× ...(1− an))

AS = 1−
�n

i=1(1− ai) nmin = � ln(1−AS)
ln(1−a) �

φS = a1 ∨ a2 ∨ ... ∨ an

Dependable Systems Course PT 2012

Parallel Case

• Parallel case

• Search engine, cluster node a=0.85 
(around 2 months outage / year)

• How many servers to reach 5 nines 
of site availability ?

11

a2

a1

an

...

Redundancy structure Component available
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Parallel Components

12

0 1 2 3

0,25

0,5

0,75

1

R=0.95
R=0.9

R=0.85

Number of parallel components



Dependable Systems Course PT 2012

Parallel Components

13
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K-of-N Systems

• At least K out of N identical independent components need to work to have a 
functioning system

• Algebraic investigation only feasible with exponential failure distribution

• At the beginning, there are N operational units, so failure rate equals

• After first component failure, the failure rate goes down to 

• This goes until the (K+1)th failure has occurred

• K=1 is the same as the parallel case, K=N is the same as the serial case

• For identical components, survival probability can be computed as:

14

N · λ
(N − 1) · λ

MTTF =
�

K≤j≤N
1
λj

AS(k,N, a) =
�N

i=k

�N
i

�
ai(1− a)n−i



φS = cLB ∧ (cWS1 ∨ cWS2) ∧ (cDB1 ∨ cDB2)

Asite = aLB ×AWSset ×ADBset

= aLB × [1− (1− aWS)nWS ]× [1− (1− aDB)nDB ]

Dependable Systems Course PT 2012

Examples

15
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Examples

• Online brokerage site to be designed - 
choice of components needed

• Site availability aimed at 99.99%

• Setup: Load balancer, similar web 
server hardware, replicated database

• Question: What is the least expensive 
configuration that reaches 99.99% ?

• Choice between low-end (a=0.85) 
and high-end (a=0.999) servers

• Must also consider purchase and 
maintenance costs per setup

16

Load Balancer

Web Servers DB Servers
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Examples

17

aWS aDB Minimum nWS Minimum nDB Asite

0,85 0,85 6 5 99,990%

0,85 0,999 5 2 99,991%

0,999 0,999 2 2 99,999%

nWS

n D
B

n D
B

n D
B

Example: How to reach 4 nine‘s with aWS=0.99999 ?
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Examples

• Three identical hard drives in a parallel setup, two of them must operate

• Example: Disk RAID system with K=3, N=4, MTTF=1800h, MTTR=4.5h

18

AS = a1a2a3 + (1− a1)a2a3 + a1(1− a2)a3 + a1a2(1− a3)

AS =
�3
3

�
a3(1− a)0 +

�3
2

�
a2(1− a)

AS = a3 + 3a2(1− a)

MTTF = 1
4MTTFDisk + 1

3MTTFDisk = 1050h ADisk = 1800
1800+4.5 = 0.9999628
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Reliability Block Diagrams (RBD)

• Model logical interaction for success-oriented analysis of system reliability

• Building blocks: series structure, parallel structure, k-out-of-n structure

• System is available only if there is a path between s and t

• Granularity based on data and lowest actionable item concept

• Structure formula can be obtained from RBD by identifying the 
subset of edges that disconnects s from t if removed

19
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RBD: k-of-N for Nonidentical Components [ReliaSoft]

• Example: 2-out-of-3 different hard drives must remain functional

• Different manufacturers with different device reliability 

20

AS = a1a2a3 + (1− a1)a2a3 + a1(1− a2)a3 + a1a2(1− a3)
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Complex RBDs

• Break down into serial and parallel sections not always obvious, for example:

• A or B or C must work

• If A works, D must work

• If B works, than D or E must work

• If C works, E must work

• Decomposition method: 
Identify key component, compute reliability with and without it, combine them

• Event space method:
System reliability is the probability of the union of all mutually exclusive events that 
lead to system success

• Path Tracing method:
Calculate probability of all possible paths through the RBD, combine for system 
survival probability

21
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Complex RBDs

22
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More on Structure Functions [Rausand]

23

2

3
1

φ(X(t)) = X1(t)(X2(t) +X3(t)−X2(t)X3(t))Structure 
function

State 
variableState vector R(t) = (Pr(φ(X(t)) = 1)

• State of each component described by a binary variable (1 -> functioning, 0 -> failed)

• State vector describes system state at specific point in time

• Binary structure function of the system based on current state vector
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Coherent Structures [Rausand]

24

φ(x)serial = x1 · x2 · · ·xn =
�n

i=1 xi

φ(x)parallel = 1− (1− x1)(1− x2) · · · (1− xn) = 1−
�n

i=1(1− xi) =
�n

i=1 xi

φ(x)k−out−of−N =

�
1 if

�n
i=1 xi ≥ k

0 if
�n

i=1 xi < k

�

• In the description of a system structure, relevant components contribute to the 
functioning ability of the system

• Component irrelevance with respect only to a 
specific system function

• Coherent system structure: All components are relevant

• Any coherent system with n components is functioning at least as well as a 
corresponding system where all n components are in series, and at most as well as 
one with all components in parallel:

21

1*

n�

i=1

xi ≤ φ(x) ≤
n�

i=1

xi
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Coherent Structures [Rausand]

25

x = (x1, x2, . . . , xn)

y = (y1, y2, . . . , yn)

x · y = (x1y1, x2y2, . . . , xnyn)

x � y = (x1 � y1, x2 � y2, . . . , xn � yn)

• Given two state vectors x and y for
the same structure function
(= system)

• Serial or parallel replication per
component expressed by combined
state vectors

• Theorem by Rausand et al. shows 
redundancy impact on coherent structure:

• The „value“ of the structure function (=system) with component-level parallel redundancy 
is higher than the „value“ with system-level parallel redundancy

• If the system with component-level redundancy would fail, then the system-level 
redundancy design would also fail

• There may (!) be cases where only the component-level redundancy design survives

• In other words: Structure function is binary -> there are state vectors with

φ(x � y) ≥ φ(x) � φ(y)

φ(x · y) ≤ φ(x) · φ(y)

φ(x � y) = 1

φ(x) � φ(y) = 0
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Coherent Structures [Rausand]

26

2

3
1

2

3
1

2*

3*
1*

2

2*

3

3*

1

1*

Redundancy at system level Redundancy at component level

φ(x � y) ≥ φ(x) � φ(y)

φ(x · y) ≤ φ(x) · φ(y)
φ(x � y) ≥ φ(x) � φ(y)

φ(x · y) ≤ φ(x) · φ(y)

Example cases:
- 1 fails
- 1, 1* fail
- 1, 2*, 3* fail
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Deductive Analysis - Fault Trees

• Structure analysis effort grows exponentially with the number of components

• Fault Trees

• Invented 1961 by H. Watson (Bell Telephone Laboratories)

• Facilitate analysis of the launch control system of the intercontinental 
Minuteman missile 

• Used by Boeing since 1966, meanwhile adopted by different industries

• Root cause analysis, risk assessment, safety assessment

• Basic idea 

• Technique for describing the possible ways in which an 
undesired system state can occur

• Complex system failures are broken down into basic events 

27
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Fault Tree Analysis

• Basic events (faults) can be associated 
with component hardware failures, 
human errors, software errors, or any 
other pertinent events

• Probability of a higher-level event can be 
calculated by lower level probabilities

• Graphical representation of structure 
formula, helps to identify fault classes

• Includes only faults that contribute to 
the top event

• In itself not a quantitative model, but 
can be evaluated as one

• Events and gates are not system 
components !

28
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“lower” events are the “inputs” to the gate.  The gate symbol denotes the type of relationship of
the input events required for the output event.  Figure 1-1 shows a simple fault tree.

D Fails

G1

A Fails 

A 

B OR C Fail

G2

B Fails

B

C Fails

C

Figure 1-1.  A Simplified Fault Tree

1.3 Qualitative and Quantitative Evaluations of a Fault Tree

Both qualitative and quantitative evaluations can be performed on an FT.  The FT itself is a
qualitative assessment of the events and relationships that lead to the top event. In constructing
the FT, significant insights and understanding are gained concerning the causes of the top event.
Additional evaluations serve to further refine the information that the FT provides.

The qualitative evaluations basically transform the FT logic into logically equivalent forms that
provide more focused information.  The principal qualitative results that are obtained are the
minimal cut sets (MCSs) of the top event.  A cut set is a combination of basic events that can
cause the top event.  An MCS is the smallest combination of basic events that result in the top
event.  The basic events are the bottom events of the fault tree.  Hence, the minimal cut sets
relate the top event directly to the basic event causes. The set of MCSs for the top event
represent all the ways that the basic events can cause the top event.  A more descriptive name for
a minimal cut set may be “minimal failure set.”  The set of MCSs can not only be obtained for
the top event, but for any of the intermediate events (e.g., gate events) in the FT.

A significant amount of information can be obtained from the structure of MCSs.  Any MCS
with one basic event identifies a single failure or single event that alone can cause the top event
to occur.  These single failures are often weak links and are the focus of upgrade and prevention
actions.  Examples of such single failures are a single human error or single component failure
that can cause a system failure.  An MCS having events with identical characteristics indicates a
susceptibility to implicit dependent failure, or common cause, that can negate a redundancy.  An
example is an MCS of failures of identical valves. A single manufacturing defect or single
environmental sensitivity can cause all the valves to simultaneously fail.

TOP 
Event
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Static Fault Trees

29

Basic event - Initiating fault, limit of resolution for the 
fault tree has been reached

Undeveloped event - No information available or 
insignificant consequences

House event - An event that is expected to occur and 
typically does not denote a failure (e.g. phase change)

Replicated basic event - A given number of k 
statistically identical copies of a component

Conditioning event - Restrictions that apply to the 
attached gate (e.g. INHIBIT / PRIORITY AND)

Basic Event

name name

Undeveloped
Basic Event

k * name

Replicated
Basic Event

AND Gate OR Gate

m
 /

 n

m / n Gate
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Chapter 4, The Fault Tree Model 34

Table 4-1. Fault Tree Symbols

BASIC EVENT - A basic initiating fault requiring no further development

CONDITIONING EVENT - Specific conditions or restrictions that apply to
any logic gate (used primarily with PRIORITY AND and INHIBIT gates)

UNDEVELOPED EVENT - An event which is not further developed either
because it  is  o f insu ff ic ien t consequence or because in fo rm ation  is
unavailable

HOUSE EVENT - An event which is normally expected to occur

PRIMARY EVENT SYMBOLS

GATE SYMBOLS

AND - Output fault occurs if all of the input faults occur

OR - Output fault occurs if a least one of the input faults occurs

EXCLUSIVE OR - Output fault occurs if exactly one of the input faults
occurs

PRIORITY AND - Output fault occurs if all of the input faults occur in a
specific sequence (the sequence is represented by a CONDITIONING
EVENT drawn to the right of the gate)

INH IB IT  - O utpu t fau lt  occurs if  the  (s ing le ) input fau lt  occurs  in  the
presence of an enabling condition (the enabling condition is represented
by a CONDTIONING EVENT drawn to the right of the gate)

TRANSFER SYMBOLS

TR A N SF E R  IN  -  Ind ica tes  tha t  the  t ree  is  deve loped  fu r the r  a t  the
occurrence of the corresponding TRANSFER OUT (e.g., on another page)

TRANSFER OUT - Indicates that this portion of the tree must be attached
at the corresponding TRANSFER IN

n COMBINATION - Output fault occurs if n of the input faults occur
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Static Fault Trees

30

AND gate - Output event occurs if all input events 
occur

OR gate - Output event occurs if one or more 
input events occur

EXCLUSIVE OR gate - Output event occurs if exactly 
on of the input events occur

PRIORITY AND gate - Output event occurs if all input 
events occur in the specific order

COMBINATION / VOTING OR gate - Output event 
occurs if the given number of input events occur

INHIBIT gate - Output event occurs if the single input 
event occurs and the enabling condition is given

TRANSFER IN gate - Tree is further developed at the 
occurence of the corresponding TRANSFER OUT gate

TRANSFER OUT gate - This portion of the tree must 
be attached at the corresponding TRANSFER IN
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POWER UNAVAILABLE
TO DC BUS

G0 0 1

FUEL CELL 1  IS 
FAILED

B0 0 1

FUEL CELL  2  
IS FAILED

B0 0 3

BATTERY IS FAILED

B0 0 2

Figure 4-6.  Specific Example of an AND-Gate

When describing the events input to an AND-gate, any dependencies must be incorporated in the
event definitions if the dependencies affect the system logic.  Dependencies generally exist when
the failure “changes” the system.  For example, when the first failure occurs (e.g., Input A of
Figure 4-5), the system may automatically switch in a standby unit.  The second failure, Input B
of Figure 4-5, is now analyzed with the standby unit assumed to be in place.  In this case, Input B
of Figure 4-5 would be more precisely defined as “Input B given the occurrence of A.”

The variant of the AND-gate shown in Figure 4-7 explicitly shows such dependencies and is
useful for those situations when the occurrence of one of the faults alters the operating modes
and/or stress levels in the system in a manner affecting the occurrence mechanism of the other
fault.

Q OCCURS

G001

A OCCURS AND THEN B 
OCCURS 

G002 

A OCCURS 

B001 

B OCCURS GIVEN THE
OCCURRENCE OF A

B002

B OCCURS AND THEN A
OCCURS

G003

B OCCURS

B003

A OCCURS GIVEN THE 
OCCURRENCE OF B 

B004 

Figure 4-7.  AND-Gate Relationship with Dependency Explicitly Shown
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 VALVE IS FAILED
CLOSED

G001

VALVE IS CLOSED DUE
TO HARDWARE FAILURE

B001

VALVE IS CLOSED DUE
TO HUMAN ERROR

B003

VALVE IS CLOSED DUE
TO TESTING

B002

Figure 4-3.  Specific Example of the OR-Gate.

Note that the subevents in Figure 4-3 can be further developed; for instance, see Figure 4-4.

VALVE IS CLOSED DUE
TO HUMAN ERROR

G003

VALVE IS NOT OPENED
FROM LAST TEST

B004

VALVE IS
INADVERTENTLY CLOSED
DURING MAINTENANCE

B005

Figure 4-4.  OR-Gate for Human Error

However, the event

VALVE IS
IN ADVERTEN TLY CLOSED
DURIN G M AIN TEN AN CE

B 0 0 5

is still a restatement of the output event of the first OR-gate
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G001

TRAINS A AND B FAIL

G002 

TRAIN A FAILS 

B001 

TRAIN B FAILS 

B002 

TRAINS A AND C FAIL

G003

TRAIN A FAILS

B001

TRAIN C FAILS

B003

TRAINS B AND C FAIL 

G004 

TRAIN B FAILS 

B002

TRAIN C FAILS

B003

Q

Figure 4-8.  Example of the COMBINATION-Gate (AND- and OR-Gate Model).

Q

G001

2

TRAIN A FAILS 

B001 

TRAIN B FAILS

B002

TRAIN C FAILS

B003

Figure 4-9.  Example of the COMBINATION-Gate.

The INHIBIT-Gate

The INHIBIT-gate, represented by the hexagon, is a special case of the AND-gate.  The output is
caused by a single input, but some qualifying condition must be satisfied before the input can
produce the output.  The condition that must exist is the conditional input.  A description of this
conditional input is spelled out within an elliptic event drawn to the right of the gate.  Figure
4-10 shows a typical INHIBIT-gate with Input A, Conditional Input B and Output Q.  Event Q
occurs only if Input A occurs under the condition specified by Input B.
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caused by a single input, but some qualifying condition must be satisfied before the input can
produce the output.  The condition that must exist is the conditional input.  A description of this
conditional input is spelled out within an elliptic event drawn to the right of the gate.  Figure
4-10 shows a typical INHIBIT-gate with Input A, Conditional Input B and Output Q.  Event Q
occurs only if Input A occurs under the condition specified by Input B.
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OUTPUT Q

G001

INPUT A

B002

CONDITIONAL INPUT B

B001

Figure 4-10.  The INHIBIT-Gate

To clarify this concept, two examples are given below and are illustrated in Figure 4-11.
(a) Many chemical reactions go to completion only in the presence of a catalyst.  The

catalyst does not participate in the reaction, but its presence is necessary.
(b) If the loss of resiliency in an O-ring constitutes an event of interest, such an event

can occur only when the temperature T is less than T(critical), the temperature at which the
material of which the O-ring is made is no longer pliable.  In this case the output event would be
“O-ring Failure,” the input event would be “Existence of Low Temperature,” and the conditional
input would be “T < T(critical).”

 CHEMICAL REACTION 
GOES TO COMPLETION 

G001 

ALL REAGENTS PRESENT 

B002 

CATALYST PRESENT

B001

 

O-RING FAILURE

G002

EXISTENCE OF 
TEMPERATURE T

B004

T <  T(cr it ical) 

B003 

Figure 4-11.  Examples of the INHIBIT-Gate

Occasionally, especially in the investigation of secondary failures, another type of INHIBIT-gate
depicted in Figure 4-12 is used.
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OUTPUT Q

G101

CONDITION A

B002

CONDITION THAT Q
OCCURS GIVEN A

B001

Figure 4-12.  An Alternative Type of INHIBIT-Gate

In Figure 4-12, condition A is the necessary, but not always sufficient, single cause of output Q;
i.e., for Q to occur we must have A, but just because A occurs it does not mean that Q follows
inevitably.  The portion of time Q occurs when A occurs is given in the conditional input ellipse.

The gates we have described above are the ones most commonly used and are now standard in
the field of fault tree analysis.  However, a few other special purpose gates are sometimes
encountered.

The EXCLUSIVE OR-gate

The EXCLUSIVE OR-gate is a special case of the OR-gate.  In most FT modeling, the
EXCLUSIVE OR-gate is a two-input gate in which the output event occurs only if one of the
inputs occurs but not two1.  Figure 4-13 depicts a typical EXCLUSIVE OR-gate.

                                                
1 Some FT modeling approaches recognize an EXCLUSIVE OR-gate with more than two inputs.  In this situation,
the logic represented by the gate can be dependent on the application software and its intended use.  In an
application associated with electronic logic circuits, for example, the output of an EXCLUSIVE OR-gate will occur
when an odd number of inputs occur (i.e., three inputs to a three-input gate).
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Q

G001

A

B001

B

B002

Figure 4-13.  The Exclusive OR-Gate

The exclusive OR differs from the usual or inclusive OR in that the situation where both input
events occur is precluded.  Thus, the output event Q occurs if A occurs or B occurs, but not if
both A and B occur.  As will be seen later, the quantitative difference between the inclusive and
exclusive OR-gates is generally so insignificant that the distinction is not usually necessary.  In
those special instances where the distinction is significant, this difference can be accounted for in
the quantification phase.

The PRIORITY AND-gate

The PRIORITY AND-gate is a special case of the AND-gate in which the output event occurs
only if all input events occur in a specified ordered sequence.  The sequence is usually shown
inside an ellipse drawn to the right of the gate.  Figure 4-14 shows two alternative ways of
depicting a typical PRIORITY AND-gate with two inputs.

Q 

G001 

A 

B001 

B 

B002 

A BEFORE B

B003

  

Q

G002

A

B001

B

B002

Figure 4-14.  The PRIORITY AND-Gate
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Figure 4-14.  The PRIORITY AND-Gate
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Cut Sets

• Cut set: Any group of basic events which, if all occur at the same time, 
cause the TOP event

• Minimal cut set (mincut): Minimal combination of basic events that induce TOP

• ,Minimal‘: All basic events are needed to let the TOP event occur

• A long mincut shows low vulnerability, a short mincut shows high vulnerability

• Presence of numerous cut sets signals high vulnerability

• A singleton cut set shows
a single point of failure

• Path set: Set of basic 
events whose 
nonoccurence at the 
same time ensures that 
TOP does not occur
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Qualitative Analysis

• Set of minimal cut sets describes all ways to cause the TOP event
-> „minimal failure set“

• Set of minimal cut sets can also be determined for any intermediate event

• Can help with quantitative analysis

• Finding the dominant minimal cut set: Calculate the probability of each minimal 
cut set, sort by probability

• Identification of event importance: Calculate importance measure per event

• Event contribution to top event probability

• Decrease in top event probability if event would be removed

• Increase in top event probability if event were assured to occur

• Also known as sensitivity test

37
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FTA Cutsets

• Determine probabilities for cut sets to find critical path

• Critical and weak links in a system design

• Analyze cutset for

• Unexpected root cause combinations

• Weak points in the design

• Bypass of intended safety features

• Common cause problems

• Methods for cutset finding

• Boolean reduction, bottom-up reduction, top-down reduction, mapping to binary 
decision diagram, shannon decomposition, genetic algorithms, ...
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(A ∨B) ∧ (C ∨D) = (A ∧ C) ∨ (A ∧D) ∨ (B ∧ C) ∨ (B ∧D)

A ∨A = A A ∧A = A A ∨ (A ∧B) = A

TOP = (B ∨ C ∨A) ∧ (C ∨A ∧B)

= A ∧B ∨ C

= (B ∧ C) ∨ (B ∧A ∧B) ∨ (C ∧ C) ∨ (C ∧A ∧B) ∨ (A ∧ C) ∨ (A ∧A ∧B)

= (B ∧ C) ∨ (A ∧B) ∨ C ∨ (C ∧A ∧B) ∨ (A ∧ C) ∨ (A ∧B)

= (B ∧ C) ∨ (A ∧B) ∨ C ∨ (C ∧A ∧B) ∨ (A ∧ C)

Dependable Systems Course PT 2012

Boolean Reduction Example

39

Example by Dr. John Andrews / Loughborough University
CB BA

G3 G4

G1 G2

G4

A C

-> 2 resulting minimal cut sets 
(== all cut sets ?)



• Determine probability of TOP event by

• Assuming independence of basic events

• Utilize probability of independent
basic events to compute probability
of TOP event

Dependable Systems Course PT 2012

Quantitative Analysis of Fault Trees
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TOP = X1 ∨X3 ∨X4 ∧X5

Pr(TOP ) = Pr(X1)+Pr(X3)+Pr(X4 ∗X5)−Pr(X1 ∗X3)−Pr(X1 ∗X4 ∗
X5)− Pr(X3 ∗X4 ∗X5) + Pr(X1 ∗X3 ∗X4 ∗X5)
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Method for Obtaining Cut Sets (MOCUS) [Rausand]

• Start at the TOP event

• OR gate: Each input to the gate is 
written in separate rows

• AND gate: Each input to the gate 
is written in separate columns

• Iteratively replace gates in rows 
and columns 

• Each resulting row forms a cut set

41

CB BA

G3 G4

G1 G2

G4

A C

G1,G2
G3, G2
A, G2

G3, C
G3, G4
A, G2

B, C
C, C

B, G4
C, G4
A, G2

B, C
C, C

B, A, B
C, A, B
A, G2

B, C
C, C

B, A, B
C, A, B
A, G2

B, C
C, C

B, A, B
C, A, B

A, C
A, G4

B, C
C, C

B, A, B
C, A, B

A, C
A, A, B

B, C
C

A, B
C, A, B

A, C
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Fixing Cut Sets

• AND gates can be protected by disallowing one of the inputs

• Exhaustive testing or formal proof to show that the component cannot fail

• Test for failure condition and recovery routine

• OR gates can be protected by disallowing all inputs or by providing error recovery

• Example

• Protect G3 by preventing failure of A4

• Protect G2 by

• preventing failure of A3

• preventing failure of both A1 and A2

• providing fault tolerance for G4

42
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Dynamic Fault Trees (DFT)

• Failure criteria of a system might depend not 
only on logical combination of basic events in 
the same time frame
-> sequence-dependent failure

• Dynamic fault tree gates support sequences 
and dynamic probability changes

• Dynamic sub parts of the fault tree are typically 
analyzed by Markov model

• Example

• Failure of switch only relevant if it happens 
before outage of primary

• What is the probability of 
„switch fails before primary“ ?
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Dynamic Fault Trees

• Functional dependency (FDEP) gate

• Single trigger input event, forces dependent events to occur on activation

• No logical gate output - connected through a dashed line

• Separate occurrence of the dependent events has no effect on trigger event

44

[Vesseley]
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FDEPNetwork
Failure

Causes of
network
failure

P1 P2 P3

Processing nodes that are
unreachable when

network fails

Connect FDEP
gate to the rest of

the fault tree

Network failure
may have other

effects in fault tree

Figure 8-5.  Using an FDEP to Model Network Failures.

An alternative to using the FDEP gate in this case is to include network failure as a potential cause
of failure for each processing node individually, as in Figure 8-6. That is, the network failure event
could input to a set of OR gates, one for each processing node.  These two approaches are
equivalent as long as the processing nodes do not experience uncovered failures (uncovered
failures are discussed later in this chapter).

Network
Failure

Causes of
network
failure

Processing nodes that are
unreachable when

network fails

Network failure
may have other

effects in fault tree

P3P2P1

P1 fails P2 fails P3 fails

Figure 8-6.  Using Standard Fault Tree Constructs to Model Functional Dependence

An FDEP gate can also be used to model systems with interdependencies, which would
otherwise introduce loops in the fault tree.  In Chapter 5, Section 5.4, it was noted that feedback
loops must be avoided in fault tree analysis.  This requires only the internal failures in a system
providing support be addressed, which often requires multiple fault trees to be developed for a
support system.  However, the use of the dynamic FDEP gate allows such loops to be modeled
correctly.  Suppose for example that thermal control and power systems are interconnected, such
that each needs the other to function.  A pair of FDEP gates can reflect this interdependence.
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FDEP for Interdependency Modeling
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Figure 8-7 shows that the failure of the thermal system affects the power system, and that the
failure of the power system affects the thermal system.

FDEPThermal system
Failure

Connect FDEP
gate to the rest of

the fault treeThermal failure
may have other

effects in fault tree

FDEP

Power failure may
have other effects

in fault tree

Connect FDEP
gate to the rest of

the fault tree

Power system
Failure

Figure 8-7.  Accounting for Feedback Using FDEP

Spare Gate

Consider a system that utilizes cold spares (spare components that are unpowered, and thus do
not fail before being used).  Such systems can be difficult to model exactly using standard fault
tree techniques.  The difficulty arises because the system failure criteria cannot be expressed in
terms of logical combinations of basic events, all using the same time frame.

Figure 8-8 shows a SPARE gate.  The inputs to the SPARE gate are all basic events and are
ordered.   The first (usually drawn as leftmost) input is the primary event, while the second and
subsequent inputs represent spares.  The SPARE gate models the sequential activation of the
spares: the first spare is activated when the primary fails; the second when the first fails, etc. The
SPARE gate has one output that becomes true after all the input events occur.

SPARE

Output of gate occurs
when the primary and all
spares have failed (or are

otherwise unavailable).

Primary
component

Spare components.
Spares are used in defined

order.

Spare components
have reduced  failure rate
before being switched

into active use.

Figure 8-8.  Spare Gate



Dependable Systems Course PT 2012

Dynamic Fault Trees

• Cold Spare (CSP) Gate

• One primary basic input event, 
one or more ordered cold spare input events

• Alternate inputs are initially unpowered, 
serve as replacement for primary

• Output occurs if all the input events occured

• Primary and all spares fail

• Support modeling of cold spares (zero failure rate when unpowered), 
warm spares (reduced failure rate when unpowered) or hot spares

• Dormancy factor multiplies the failure rate when the unit is in spare

• Defines decrease of failure probability without primary event

46
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Hypothetic Example Computer System (HECS)
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• Minimum demands for operation

• One functional processor from redundant pair + cold spare

• Three memory modules connected by at least one memory interface unit

• One bus

• Operator + console + software

Fault Tree Handbook with Aerospace Applications Version 1.1

Chapter 13, Hypothetical Computer System Example 144

13. Hypothetical Computer System Example

This example demonstrates the use of the Dynamic Fault Tree constructs described in Chapter 8
for reliability analysis of fault tolerant computer based systems.  Chapter 8 describes the
specialty gates and specialty software developed specifically for modeling DFTs.  Figure 1
shows a block diagram of a hypothetical example system that will be referred to as HECS.  A
description of the processing, memory and bus systems and applications that constitute HECS
are described below, along with the modeling approach used.

A2

A1 Cold
Spare A

Memory
Interface

Unit 1

Memory
Interface

Unit 2

M1 M5M4M3M2

Operator console,
Operator,

& Software

Redundant Bus

Figure 13-1.  HECS (Hypothetical Example Computer System)

13.1 Developing the Fault Tree for HECS

The HECS system requires the correct operation of the processing, memory and bus subsystems,
as well as the software application.  Thus HECS will fail (“state of system” fault) if any of these
subsystems fail. The top level of the HECS fault tree appears in Figure 13-2, where the four
major subsystems are listed.  The development of each of these subsystems will be investigated
in turn.

HECS FAILURE

G001

PROCESSING SYSTEM
FAILURE

MEMORY SYSTEM FAILURE

BUS SYSTEM FAILURE

APPLICATION/
INTERFACE FAILURE

Figure 13-2.  HECS Failure Causes
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HECS Example
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• Failure rate of active processor is different from 
cold spare failure rate when not activated

• Cold spare - dormancy factor of 0
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HECS Example
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three of the five units fail, the memory system becomes unreliable.  However, there is an added
complication to consider.  The memory units are connected to the busses via a pair of memory
interface units.  The memory interface unit must be operational in order for the memory unit to
be accessible; thus the memory units are functionally dependent on the interface.

Figure 13-4 shows the portion of the fault tree that models the memory units.  The five memory
units (M1 through M5) are connected to a three-of-five combination gate, which provides failure
logic such that the gate output is failed if three of the five inputs are failed (most fault tree
software provides a combination gate as a modeling convenience).  The dependency of the
memory units on the interface is captured in the three functional dependency (FDEP) gates.  The
memory interface units are the trigger input to the FDEP gates, and the dependent basic events
are the memory units.  The FDEP gate operates by labeling the dependent basic events as failed
when the trigger event occurs. The trigger event for an FDEP gate need not be a basic event; the
second functional dependency gate triggers the failure of memory unit M3 when both interface
units fail.

M1 M2 M5M4M3

FDEP FDEP

MIU
1

MIU
2

3/5

FDEP

Memory
system failure

Figure 13-4.  Fault tree for HECS Memory System

Since the FDEP gate does not produce a logical output that affects the fault tree output, it is
connected to the fault tree via a dummy output signaled by a dashed line in the figure. Thus the
three-of-five combination gate has five logical inputs, and three dummy inputs (the three-of-five
specification relates to the number of logical inputs that have to fail, and not to the dummy
inputs).

Modeling the bus system

The bus subsystem is a simple one to elaborate.  There are two identical redundant buses, of
which one is required for system operation.  Thus the bus system fails when both of the buses

• Dashed line does not 
count for k/N gate
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HECS Example
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fail.  Figure 13-5 shows the Galileo/ASSAP fault tree elaboration of the bus system failure.  The
basic event is labeled 2*Bus in order to represent the fact that the two buses are statistically and
functionally identical.

2 *
BUS

Bus system
failure

Figure 13-5.  Fault Tree for HECS Bus System

Modeling the application failure

The last subsystem to be considered is the application subsystem.  The application software runs
on the computer system.  The operator is a human who interfaces with the computer system via a
Graphical User Interface (GUI) that runs on an interface device.  Thus an application (software
(SW)) failure, GUI (hardware (HW)) failure or human operator error will lead to system failure.
Figure 13-6 shows the Galileo/ASSAP fault tree elaboration of the application and interface.

HW SW

operator

Application/
Interface  failure

Figure 13-6.  Fault Tree for HECS Application

HECS system level fault tree

The full HECS fault tree drawn by Galileo/ASSAP is shown in Figure 13-7.
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fail.  Figure 13-5 shows the Galileo/ASSAP fault tree elaboration of the bus system failure.  The
basic event is labeled 2*Bus in order to represent the fact that the two buses are statistically and
functionally identical.

2 *
BUS

Bus system
failure

Figure 13-5.  Fault Tree for HECS Bus System

Modeling the application failure

The last subsystem to be considered is the application subsystem.  The application software runs
on the computer system.  The operator is a human who interfaces with the computer system via a
Graphical User Interface (GUI) that runs on an interface device.  Thus an application (software
(SW)) failure, GUI (hardware (HW)) failure or human operator error will lead to system failure.
Figure 13-6 shows the Galileo/ASSAP fault tree elaboration of the application and interface.

HW SW

operator

Application/
Interface  failure

Figure 13-6.  Fault Tree for HECS Application

HECS system level fault tree

The full HECS fault tree drawn by Galileo/ASSAP is shown in Figure 13-7.
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13.2 Fault Tree Quantification

There are two kinds of failure parameters needed to quantify the basic events for the HECS
system: failure rates or probabilities and coverage* parameters.   Consider each subsystem in
turn.

Failure rates and probabilities

Processing system

The failure rate for each the processors (when active) is assumed to be a fairly typical value for
such systems, P = 10-4 per hour.  Because the spare is cold, and thus is assumed not to fail
before it is used to replace a failed processor, the dormancy factor* is zero.

Memory system

The failure rate for each of the memory units is assumed to be M = 6 10-5 per hour, while that
of the memory interface units is assumed to be MIU = 5 10-5 per hour.

HECS
Failure

Processing
system failure

HW SW

operator

SPARE SPARE

A1 A2

Cold
Spare

A

2 *
BUS

Bus system
failure

M1 M2 M5M4M3

FDEP FDEP

MIU
1

MIU
2

3/5

Memory
system failure

FDEP

Application/
Interface  failure

Figure 13-7.  Fault Tree for HECS

                                                
* See Chapter 8 for a definition of this term.
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HECS Example

• Analysis with Galileo/ASSAP 
system for an 100-hour mission

• Processing and memory system 
analyzed by Markov models

• Importance analysis with
Birnbaum method

• Basic assumptions for 
component failure rates

53
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Fault Tree Construction [NASA]

• Objective should be phrased in terms of a system failure to be analyzed

• Define scope (design version, components to be included), resolution (based on 
available probability data) and ground rules (naming scheme for events and gates)

• Focus on necessary and sufficient immediate events

54
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3. Fault Tree Analysis

3.1 Steps in Carrying Out a Fault Tree Analysis

A successful FTA requires the following steps be carried out:

1. Identify the objective for the FTA.
2. Define the top event of the FT.
3. Define the scope of the FTA.
4. Define the resolution of the FTA.
5. Define ground rules for the FTA.
6. Construct the FT.
7. Evaluate the FT.
8. Interpret and present the results.

The first five steps involve the problem formulation for an FTA. The remaining steps involve the
actual construction of the FT, the evaluation of the FT, and the interpretation of the FT results.
While most of the steps are performed sequentially, steps 3-5 can proceed concurrently.  It is not
uncommon for steps 4 and 5 to be modified during steps 6 and 7.  The interrelationship of the
eight steps are shown in Figure 3-1. The feedback is indicated in the figure.

Identify FTA
Objective

Define FT
Top Event

Define FTA
Scope

Define FTA
Resolution

Define FTA
Ground Rules

Construct
FT

Evaluate
FT

Interpret/
Present
Results

Figure 3-1.  Fault Tree Analysis Steps.

The first step for a successful FTA is to define the objective of the FTA. This may seem obvious;
however, there have been many cases where a FTA is performed, but the analysis does not
satisfy the objective of the decision maker or manager who commissioned it.  To be successful
the objective should be phrased in terms of a failure of the system to be analyzed. For example if
the general objective is to evaluate different designs for a mission then the particular failure that
characterizes mission failure and that will be analyzed to evaluate the designs needs to be
identified.

Once the objective is defined in this way then the top event of the FT is also defined (Step 2).
The top event of the FT is the event for which the failure causes will be resolved and the failure
probability determined.  The top event defines the failure mode of the system that will be



Dependable Systems Course PT 2012

Fault Tree Construction [Misra]

• Step 1: Define the undesired event to be analyzed - what, where, when

• Step 2: Define boundary conditions for the analysis

• Physical boundaries - What constitutes the system ?

• Environmental stress boundaries - What is included (earthquake, bombs, ...) ?

• Level of resolution - How detailed should be the analysis for potential reasons ?

• Step 3: Identify and evaluate fault events

• Primary failures as basic event, secondary failures as intermediate event

• Step 4: Complete the gates

• All inputs should be completely defined before further analysis of them

• Complete fault tree level by level
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Fault Tree Construction

• Common errors in construction [Misra]

• Ambiguous TOP event - Too general TOP event makes FTA unmanageable, 
too specific TOP event cannot provide a sufficient system analysis with FTA

• Ignoring significant environment conditions  - External stress might be relevant

• Inconsistent fault tree event names - Same name for same fault event or condition

• Inappropriate level of resolution - Detail level of the fault tree should match the 
detail level of the available information

• Proper and consistent naming is very important (what failed and how)

• Statistically independent initiators, immediate contributors to an event

• Logic can be tested in success domain by inverting all statements and gates

• Analyze no further down than is necessary to enter probability data with confidence
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FTA Report (Clemens & Sverdrup)
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FTA-based Decision Making

• Use FTA to ...

• ... understand the logic leading to the top event, especially in complex systems

• ... prioritize the contributors leading to the top event (typically 10% - 20%)

• ... proactively prevent the TOP event by applying targeted upgrades

• ... monitor the performance of the system by FTA re-evalutation, 
based on former defects and failures

• ... minimize and optimize resources - identify what is unimportant

• ... assist the system design

• ... diagnose and correct causes of the TOP event
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RBD vs. FTA
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RBD vs. FTA

• Convert fault tree to reliability block diagram

• Start from TOP event, replace gates successively

• Logical AND gate <-> parallel structure of the inputs of the gate

• Logical OR gate <-> serial structure of the inputs of the gate

• Elements in the fault tree: Failure events, blocks in the RBD: Functioning blocks

• Some FTA and RBD extensions are not convertible

• Example: Sequence-dependent gates in fault trees
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Representing Structures By Paths / Cut Sets 
[Rausand]
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Inclusion-Exclusion Principle [Rausand]

• System fails as soon as one of
its minimal cut parallel
structures fails

• Let Ej denote the event that the minimal cut set structure Kj failed

• The unreliability Q of the system is:

• The general addition theorem gives us:

-->System unreliability can be computed by determining the probability 
that one of the minimal cut structures fails

• Allows exact system unreliability calculation, but inclusion-exclusion principle is 
very compute- intense (alternatives: ERAC, early term cancellation, ...)
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Event Tree Analysis

• Inductive analytical diagram in failure space, based on Boolean logic

• Developed during the WASH-1400 nuclear power plant safety study (1974)

• Fault trees became to large for proper analysis

• Condensation of system analysis into a manageable picture 

• Make sure that the accident cases are sufficiently controlled

• Shows event sequences and accident progression in inductive analysis

• Popular approach in nuclear reactor safety engineering

• Starts with specific initiator (critical component failure)

• Companion to fault tree analysis, same stochastical foundation
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Event Tree Analysis

• Accident scenario: Series of events that result in an accident

• Initiating event: Technical failure / human error that starts an accident scenario

• May be identified by other risk analysis technique

• Ofeten already identified and anticipated in the design phase 

• Pivotal events: Intermediate events from the safety methods, to stop the accident

• Split to positive or negative progress, sometimes more than two outcomes

• Frequency of pivotal events in system parts can be obtained from fault tree analysis

64

to the scenario. The frequency (i.e., probability) of the PE can be obtained from an
FTA of the event.

The PRA theory relates very closely with standard system safety terminology.
An accident scenario is equivalent to a hazard; scenario frequency is equivalent
to hazard probability; scenario outcome is equivalent to hazard severity.

Risk management involves the identification and prevention or reduction of
adverse accident scenarios and the promotion of favorable scenarios. Risk manage-
ment requires understanding the elements of adverse scenarios so that their com-
ponents can be prevented or reduced, and an understanding of favorable scenarios
in order that their components can be enhanced or promoted.

An accident scenario contains an IE and (usually) one or more pivotal events
leading to an end state as shown in Figure 12.1.

As modeled in most PRAs, an IE is a perturbation that requires some kind of
response from operators and/or one or more systems to prevent an undesired conse-
quence. The pivotal events include successes or failures of these responses or possibly
the occurrence or nonoccurrence of external conditions or key phenomena. The end
states are formulated according to the decisions being supported by the analysis. Scen-
arios are classified into end states according to the kind and severity of consequences,
ranging from completely successful outcomes to losses of various kinds, such as:

. Loss of life or injury/illness to personnel

. Damage to or loss of equipment or property (including software)

. Unexpected or collateral damage as a result of tests

. Failure of mission

. Loss of system availability

. Damage to the environment

An ET distills the pivotal event scenario definitions and presents this information in
a tree structure that is used to help classify scenarios according to their consequences.
The headings of the ET are the IE, the pivotal events, and the end states. The tree struc-
ture below these headings shows the possible scenarios ensuing from the IE, in terms
of the occurrence or nonoccurrence of the pivotal events. Each distinct path through
the tree is a distinct scenario. According to a widespread but informal convention,
where pivotal events are used to specify system success or failure, the “down” branch
is considered to be “failure.” The ET concept is shown in Figure 12.2.

Mishap

End State IE

Pivotal Events

Pivotal
Event n 

Pivotal
Event 2 

Pivotal
Event 1 

Figure 12.1 Accident scenario concept.

226 EVENT TREE ANALYSIS

(C) Clifton et al.
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Event Tree Analysis
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12.8 EXAMPLE 1

Figure 12.6 contains an example ETA for a fire detection and suppression system in
an office building. This ETA analyzes all the possible outcomes of a system fire. The
IE for the ET is “fire starts.” Note the range of outcomes resulting from the success
or failure of the safety subsystems (pivotal events).

Note from this example that when computing the success/fail probability for
each contributing PE that the PE states must always sum to 1.0, based on the
reliability formula that PSUCCESSþ PFAILURE ¼ 1. Also note that in this case
there are three contributing PEs that generate five possible different outcomes,
each with a different probability.

12.9 EXAMPLE 2

Figure 12.7 contains an example ETA for an automobile system, where the car
battery has failed. The dead battery is the IE that begins the scenario analysis.

12.10 EXAMPLE 3

Figure 12.8 contains an example ETA for a missile system. The IE is the missile
being dropped during handling or transportation.

12.11 EXAMPLE 4

Figure 12.9 contains an example ETA for a nuclear power plant system. The IE is a
pipe break in the cooling subsystem.

Pivotal Events 
Initiating Event Fire

Detection Works
Fire

Alarm Works
Fire Sprinkler
System Works

Outcomes Prob

YES (P = 0.7) 

YES (P = 0.8) 
Limited damage 0.00504

YES (P = 0.9) 

NO (P = 0.2)
Extensive damage, 
people escape 

0.00126

Fire Starts NO (P = 0.3) 

YES (P = 0.8) 
Limited damage, wet
people

0.00216

(P = 0.01) NO (P = 0.2)
Death/Injury, extensive 
damage

0.00006

NO (P = 0.1)
Death/Injury, extensive 
damage

0.001

Figure 12.6 ETA example 1.

12.11 EXAMPLE 4 231

(C) Clifton et al.
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Pivotal Events Outcome
Initiating Event Electricity Fission Product 

Removal

Available
Very small 

Available
Small

Fails
Small

Available

Available

Available

Available

Containment

Medium

Pipe Breaks Fails
Fails

Fails

Fails

Large

Very large 

Fails
Very large 

Emergency
Core Cooling 

Fission
Release

Figure 12.9 ETA example 4.

Pivotal Events 
Initiating Event Arm-1 Remains 

Safe
Arm-2 Remains 

Safe
Arm Power

Remains Safe 
Outcomes Prob

YES (P = 0.9)
Missile is safe 0.009

Missile Dropped 
YES (P = 0.7) Missile is safe 0.0007

(P = 0.01) NO (P = 0.1) 

NO (P = 0.3) 
YES (P = 0.8) 

Missile is safe 0.00024

NO (P = 0.2)
Missile is armed and 
powered

0.00006

Figure 12.8 ETA example 3.

Pivotal Events 
Initiating

Event Jumper Cables
Available

Donor Battery
Available

Cables
Connected
Properly

Donor Battery
Starts Car 

Outcomes Prob

YES (P = 0.9) Car is jump started, 
mission success 

0.03024

YES (P = 0.8) 

YES (P = 0.7) NO (P = 0.1) Car not started, mission 
failure

0.0048

YES (P = 0.6) NO (P = 0.2) Car not started, possible 
damage, mission failure 

0.0084

Dead Battery

(P = 0.1)
NO (P = 0.3) Car not started, mission 

failure
0.018

NO (P = 0.4) Car not started, mission 
failure

0.04

Figure 12.7 ETA example 2.
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the safety systems and procedures implemented. The results can therefore be rec-
ommendations to increase the redundancy or to modifications to the safety systems.

The ETA begins with the identified IE listed at the left side of the diagram in
Figure 12.5. All safety design methods or countermeasures are then listed at the
top of the diagram as contributing events. Each safety design method is evaluated
for the contributing event: (a) operates successfully and (b) fails to operate. The
resulting diagram combines all of the various success/failure event combinations
and fans out to the right in a sideways tree structure. Each success/failure event
can be assigned a probability of occurrence, and the final outcome probability is
the product of the event probabilities along a particular path. Note that the final
outcomes can range from safe to catastrophic, depending upon the chain of events.

12.7 WORKSHEET

The primary worksheet for an ETA is the event tree diagram (ETD), which provides
the following information:

1. Initiating event

2. System pivotal events

3. Outcomes

4. Event and outcome probabilities

Figure 12.5 demonstrates the typical ETD. Each event is divided into two paths,
success and failure. The success path always is the top path and the failure path is the
lower path. The ETD has only one IE, which is identified at the far left of the dia-
gram. As many contributing events as necessary to fully describe the system are
listed at the top of the diagram. The more contributing events involved the larger
the resulting ETD and the more tree branches required.

Pivotal Events Initiating Event 
Event 1 Event 2 Event 3 

Outcomes

Success (P2S)

Success (P3S)
Outcome A 
PA = (PIE)(P1S)(P2S)(P3S)

Success (P1S)

(P3F)
Outcome B 
PB = (PIE)(P1S)(P2S)(P3F)

Event

Success (P3S)
Outcome C 
PC = (PIE)(P1S)(P2F)(P3S)

(PIE) (P3F)
Outcome D 
PD = (PIE)(P1S)(P2F)(P3F)

Fail (P1F)
Outcome E 
PE = (PIE)(P1F)

P1F

P2F

P1S = 1 – P1F

P2F

P3F

Fail (P2F)
Fail

Fail

Figure 12.5 ETD development.
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(C) fault-tree.net

• Possible event chains and the safety functions will be affected by hazard 
contribution factors

• Explosion or no explosion, time of the day, wind direction, ...

• For a sequence of n events, there will be 2n branches

• Possible to split the outcomes into categories, 
based on severity

• Outcome frequency, loss of lives, 
material damage, environmental damage

• Reliability assessment of a safety function comes 
from FTA or RBD analysis
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Tool Support

• Based on modeling fundamentals, existing tools support:

• Consideration of standby redundancy and the according rate changes

• Time-dependent analysis

• Cost / penalty analysis

• Preventive maintenance planning (replacement time, age replacement policy)

• Repairable system analysis through simulation

• Imperfect repairs (restoration factors, resource pools, crew pools)

• Throughput analysis

• Automated integration of component reliability databases 

• ...


